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self.dt = dt

def Iu'.r}etic_energy(self) -> pp.ndarray:
ekin = np.sum(np.sum(6.5 * self.m * self.vt**2, axis=2), axis=
assert ekin.shape = self.t.shape " <
return ekin

r def potential_enerqy(self) -> np.ndarray:
raise NotImplementedError()

v def energy(self) -> np.ndarray:
return self.kinetic_energy() + self.potential_energy()

3
v def force(self, t_index):
\ @ raise NotImplementedError()
\ ; g R
e u t u \ U |y class Constantcravity?articlesystu(Parnclesyste'):
‘ \ B |y  def force(self, t, X, V):
\ \ return np.array([e, o, -self.m * self.g])'np.-(self.xt.smoeh:})
W\ E|v  def pot
epot |> =* end, fle) [xtl:,:,2], axis=1)
are asse! . Slidpe — . L. Sliape
2 printjinp.onll
— retu I
| B2 bt :

w class AerodynallcParticlesyste-(constantGravxtyParnclesyste-):

[ J
o °
E n I n e e rl n | - def force(self, t, X, v):
‘ | rho = 1.2
I | oW = 0.45
= 100e-4
I ig ht Of L L M | faiss *cw*A * np.abs(v)**3tv / 2
b i run(”“):.m-g {e} ‘(o;‘s“.formt(len(self.syste-.() -1

fdiss = -rho i
::t:r:uggry%gg;namcpart1c esy o
Erik Johannes Husom

24th May 2023 “ gzinﬁ;gt:pgn‘e’:\;?rate(sﬂf.systen.t(:-1])-
SCT — Department gathering  pp—_

self).force(t, X, v)

class NewtonPropagator: .
: def init_ (self, system: particlesystem):

self.system = system
»

raise hotlwlewnteaﬁrror()

nPropagator):

WerletProoaoa(or("-:-nt 0

elocit
w class V 1 oA

v def step(self, t 1
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Photo by Arpad Czapp on Un
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mibll Breakthroughs in the world of Al

ChatGPT
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sl Outline

* Part 1: How we use LLMSs to engineer software
* Part 2: How we engineer software to use LLMs

Technology for a better society




sl Al programming

@ GitHUb COp“Ot fetch_pic.js

const fetchNASAPictureOfTheDay
return fetch('https://api.nas
method: 'GET',
headers:

= : 'Content-Type': 'applicat
Technical preview

Your Al pair |
programmer

Technology for a better society




il Al programming

* Auto-completion

& GitHub Copilot fetchLpicis
* Code generation based on natural language
. . o T
* Building software through "pair-programming method: 'GET

headers
'Content-Type': 'applicat

Technical preview

.then

Your Al pair =
programmer

Technology for a better society




wiill Al programming

e e

Code faster with Al code completions

& GitHub Copilot

echnical previe

Your Al pair -
programmer ChatGPT

Technology for a better society



sl Blessing or curse?

https://

@ Ammaar Reshi

So, you think GPT-4 can't make a complex game... think again!

Here's how | used GPT-4, , MidJourney, and Claude to assemble
an Al team and create a 3D space runner from scratch with ZERO
knowledge of Javascript or game programming.

Follow along for a saga! |

x
SkyRoads GPT-4

0:24 479.3K views

Source: twitter.com/ammaar

Days before OpenAl

Developer coding
- 2 hours

-

"

Developer debugging
- 6 hours

Days after OpenAI

ChatGPT generates
Codes - 5 min

— — S —

Developer debugging
- 24 hours

Technology for a better society
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il The value of computer code

* Generative Al "disrupts" several professions, but affects programmers differently than artists

* Computer code is only valued based on its functional value

Technology for a better society
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Abstraction levels

Abstraction level

AN

Language

[ Natural language descriptions ]

Very high level | scripting languages (Python, JS, Java)

High level languages (C, C++)

Example

Make a program that prints "Hello World!".

def main():
print("Hello world!")

int main(int argc, char *argv[]) {
printf("Hello World!");
}

Assembly language

MOV eax, 3
MOV ebx, 4
ADD eax, ebx, ecx

Binary code

01110011 011010601 01101110 01110100
01100101 011600110 00001010

Technology for a better society
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When using GitHub Copilot...

Perceived Productivity

| am more productive

Satisfaction and Well-being’
Less frustrated when coding 59%
More fulfilled with my job 60%

Focus on more satisfying work

Efficiency and Flow’
Faster completion
Faster with repetitive tasks
More in the flow
Less time searching

Less mental effort on repetitive tasks

74%

77%

88%

88%

87%

96%

Impact of Al on programmers:
Measuring effects of GitHub Copilot

We recruited

A& 95

developers, and split them randomly into two groups.

We gave them the task of writing a web server in JavaScript

45 Used

GitHub Copilot

& 50 Did not use

GitHub Copilot

78% E 70%

finished finished

» 2 hours, 41 minutes

average to complete the task

1 hour, 11 minutes

average to complete the task

1 minutes | that's 55% less time!

Source: GitHub blog — Quantifying GitHub Copilot’simpact on developerproductivity and happiness

Technology for a better society


https://github.blog/2022-09-07-research-quantifying-github-copilots-impact-on-developer-productivity-and-happiness/

Impact of Al on
programmers

SINTEF

Useful code generation

Faster programming
"Double-edged sword"

Asset for experienced developers

Liability for novice developers

https://

GitHub Copilot Al pair programmer: Asset or Liability?

Arghavan Moradi Dl

1*, Vahid Majdinasab®, Amin Nikanjam, Foutse Khomh, Michel C. Desmarais

Zben Ming (Jack) Jiang

Vork University, Tonmto, Conadk

Abstract

n syuthesis is &

¢-lastin
1. called Copilot, s been proposed by OpenAl s

¢, Automatic progr dream in software engj
ol d Microse

studies evaluate the correetness of Copilot solutions and report its issues, more

Recently, a promis

Deep Learning (DL)

ustrial product. Although some

d soluti

rom it effec

ively. In this paper, we study

capabil ‘opilot in

rect and officient solutions for fundamental

tifferent programuming tasks: (i) generating (sud reproducin algorit hiie

“Hprot ring Copilot’s proposed solutions

th thase of human pre

tasks. For the former, we assess the performance and functionality of Copilot. in solvin
rting

selected fundamental prob

puter science, like

leme

any ble

ting data structures. I the latter, & dataset of programming

— with human-provided solutions is used. The results show that Copilot is capabie of providing solutions for aly

blems, however, some solutions are buggy and on-reproducible. Moreover, Copilot his

t
some difficulties multiple methods to generate a solution. Comparing Copilot to humans, our results show

£33 that, tho correct ralo of ke’ ol

s i greater than Copilot's suggestions, while the buggy solutions generated
A s effort to be repaired. Based on our findings, if Copilot is used by expert developers in software
) projects, it can become an asset siuce its sugsestions could be comparable to humans” contributions in terms of quality

= Howeser, Copilat can become a Tiability if it is used by noviee developers who may fail to filter its buggy or non-optimal

~ solutions due to a lack of expertise

. Keywonds: Code Completion, Language Model, GitHub Copilot, Tes

forn odels [L3.27] to Evolu
machine-learned translation [12
u par Novel Large Language Models (LLMs) with the trans
former architecture recently achievec

ionary Algorithms [48] and

 performance
R0 2. One such
1 is Codex [ a GPT-3 Ji] based lan odel
with up t0 12 billion parameters which has been pretrained
on 159 GB of code samples from 54 million

tories. Codex shows i

=long dream

in automatic program synthesis [g

at can speed up programming

jon aims to deliver

rim of imput-output ex- SitHub repost.
langunge descriptions, or partial prograx

s performance in solving u set o

hand-written pr

gramuming problems (ie.. not in the trai

Dakhel et al. (2023)
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The Impact of Al on Developer Productivity:
Evidence from GitHub Copilot

< Sida Peng,'" Eirini Kalliamvakou,” Peter Cihon,” Mert Demirer®
'Microsoft Research, 14820 NE 36th St. Redmond, US.

‘GitHub Inc., 88 Colin P Kelly Jr St. San Francisco, USA
00 Main Street Cambridge, USA

'MIT Sloan School of Managemen

*Ta whom correspondence should be addressed; E-mail: sidpeng@microsoft.com,

%)
P
= Abstract
— Generative Al tools hold promiise 1o increase human productivity. This paper presents re-

sults from a controlled experiment with GitHub Copilot, an Al pair programmer. Recruited
nt an HTTP server in JavaScript as quickly as
possible. The treatment group. with access to the Al pair programmer, completed the task
55.8% faster than the control group. Observed heterogenoas effects show promise for Al
pair programmers fo help people transition into software development careers,

software developers were asked to implen

2302.0659(

Introduction

Antificial intelligence (A1) applications hold promise to increase human productivity, A va-

arXiv

riety of Al models have demonstrated human-level capabilities in ficlds ranging from natural

language understanding to image recognition (Zang et al., 201

As these systems are de

ployed in the real-world, how do they change labor productiv

While there is a growing

literature studying perceptions of Al tools, how people use them, and their implications for

Peng etal. (2023)

https://

Practices and Challenges of Using GitHub Copilot:
An Empirical Study
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and (3) we presees the dires
11 RetaTin Work

Scen s octned om the sy s of Coplet

o of sy Seserd sn
e genersted by Copilot |
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Xiv
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Assessing the Quality of GitHub Copilot’s Code Generation

Burak Yetitiren Isik Ozsoy Eray Tikzon

Bilkent Unsversty
Ankara, Turkey An

ABSTRACT

1 and Informal aiscmnents e prssineg, &
xploc the it st beneti
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e e oo
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KEYWORDS
b Copiket, code genesatin.cne completion. Al put progrs

toes that might infloence the valldey of our
e o e kst sy ol

Yetistiren et al. (2022)
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wuiil Will Al replace software engineers?

Why should I hire a software

engineer if I can just copy and
* Knowing which code to accept from the Al tool paste code from Stack

-
* Knowing what prompts to use e

Stanford

g Jessica Su, CS PhD student at 2

It’s still worth the money. The breakdown is

» Copying code from StackOverflow:

$1

« Knowing which code to copy from
StackOverflow: $100000/year

Technology for a better society




The future of software
il engineering using LLMs

* LLMs for programming -> Faster software engineering

* Softwareengineers are needed for
* Design choices
* Specifications of requirements and needs

Part2: How do we engineer
software to use LLMs?

Technology for a better society
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waial Sparks of AGI

Sparks of Artificial General Intelligence:
Early experiments with GPT-4

Sebastien Bubeck Varun Chandrasekaran Ronen Eldan Johannes Gehrke
Eric Horvitz See Kamar Peter Lee Yin Tat Lee Yuanzhi Li Scott Lundberg
Harsha Nori Hamid Palangi Mareo Tulio Ribeiro Yi Zhang

Microsoft Research

o
H 1 4 g Abstract
* GPT-4 shows impressive capabilities 5
— ial intelligence (AT) researchers have been developing and refining large language models (LLMs)
fm that exhibit remarkable capabilities across a variety of domains and tasks, challenging our understand
< of learning and cognition. The latest model developed by OpenAl GPT-4 [Ope2d], was trained using an
PY P M M T4 H o recedented scale of compute and data. In this paper, we report on our investigation of an early version
a p e r I S Ot p ra I Se a n C r | t | C | Ze il 4, when it was still in active development by OpenAl. We contend that (this early version of) GPT-
1 is part of a new cohort of LLMs (along with ChatGPT and Google’s PaLM for example) that exhibit
L more general intelligence than previous Al models. We discuss the rising capabilities and implications of
— these models. We demonstrate that, beyond its mastery of language, GPT-4 can solve novel and difficnlt
Y DO eS t h e m O d e | 1 u n d e rst a n d 1" ? ~ tasks that span mathematics, coding, vision, medicine, law, psychology and more, withont needing any
. o special prompting. Moreover, in all of these tasks, GPT-4’s performance is strikingly close to human-level
< performance, and often vastly surpasses prior models such as ChatGPT. Given the breadth and depth of
GPT-1's capabilities, we believe that it conld reasonably be viewed as an early (vet still incomplete) version
) of an artificial general intelligence (AGI) system. In our exploration of GPT-4, we put special emphasis
i on discovering its Emitations, and we discuss the challenges ahead for ndvancing towards deeper and more
,_l comprehensive versions of AGI, mcluding the possible need for pursuing a new paradigim that moves beyond
~ next-word predietion. We eonelude with reflections on societal influences of the recent technological leap and
ol future research directions,
e
= Contents
o
(ol 1 Introduction

1.1 Our approach to studying GPT-4's intelligenee . . . . . . e e
1.2 (

nization of onr demonstration

2 Multimodal and interdisciplinary composition

arxiv:

21 Integrativeability . . . .. oo v v oo
22 Vision . L . .
1 Image generation beyond memorization . . . ... B,

Image generation following detailed instructions (i la Dall-E) I

2.2.3  Possible application in sketeh generation . . . . . . 0=

2.3 Music .. ... D @
3 Coding
4.1 From instructions tocode . o000 oL 20
31,1 Coding challenges . . . .. .. .o i v 20
3.1.2  Real world scenarios . L

3.2 Understanding existing code . . . . . e e e e 26

Bubeck et al. (2023)
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sl Vaslow's hammer

To a person with a hammer,
everything looks like a nail.

* Toa person with an LLM, everything looks like a
language problem.

* We should search for solutions to problems, not
search for problems on which to apply our
solution

Technology for a better society
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Google Workspace
LLM-integration everywhere! ME & 0 e

3 Copilot Google
.

Which products were the most

profitable this quarter?

te about the main dishe

people are bringing
? € ~ Roger, Lauren, Lori, Jeff, Naya, Tamia, Jay 24 more

> : Here's a note that lists main dishes
j everyone
. Document1 - Saved v jo L people have added to the Google Sheet
Ana\ z"ng The potluck is coming up next week (May 20th). If you're bringing a dish, please add it to the sheet by Friday!
y .ee
‘ File Home Insert Layout References Review View Help A o

Here are the main dishes we have so
Iv [y & Aptos@Body) v 11v B I Uv Zv Av .-

far: a sweet potato casserole, a
If you're able, bring your own utensils, so we can cut down on waste

chicken biryani, a braised short-rib
stew, and a sesame noodle salad.

I
<

il

-

The weather will be glorious, but there isn’t a ton of shade, so be prepared for sun.

& Wit C Retry

[N,

G Create content with Copilot m A7 )o@ 6862728

draft a proposal from yesterday’'s [ [ meeting notes|

8 Neighborhood Potiuck

M Neighborhood Potiuck - May 20th

% 0

Microsoft 365 Copilot

Technology for a better society



sl LLM-integration everywhere!

A.l. TURNS THIS SINGLE A.l. MAKES A SINGLE

BULLET POINT INTO A BOLLET POINT OUT OF
LONG EMAIL | CAN THIS LONG EMAIL | CAN
PRETEND I WROTE. PRETEND | READ.

® marketoonist.com

Technology for a better society



st Ethical issues

The number of incidents
concerning the misuse of
Al is rapidly rising.

According to the AIAAIC database, which
tracks incidents related to the ethical
misuse of Al, the number of Al incidents
and controversies has increased 26 times
since 2012. Some notable incidents in
2022 included a deepfake video of
Ukrainian President Volodymyr Zelenskyy
surrendering and U.S. prisons using call-
monitoring technology on their inmates.
This growth is evidence of both greater
use of Al technologies and awareness of
misuse possibilities.

Source: Al Index Report 2023

THE Al INDEX REPORT

Measuring trends in Artificial I-F:I:

Intelligence

https://

T

Enterprise

Microsoft lays off an
ethical Alteamasit
doubles down on
OpenAl

Rebecca Bellan

@rebeccabellan / 2:26 AM GMT+1 = March 14, 2023

Source: TechCrunch.com

3

A

Artificial Stanford University
Intelligence Human-Centered
Index Artificial Intelligence
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st Ethical issues

The number of incidents
concerning the misuse of
Al is rapidly rising.

According to the AIAAIC database, which
tracks incidents related to the ethical
misuse of Al, the number of Al incidents
and controversies has increased 26 times
since 2012. Some notable incidents in
2022 included a deepfake video of
Ukrainian President Volodymyr Zelenskyy
surrendering and U.S. prisons using call-
monitoring technology on their inmates.
This growth is evidence of both greater
use of Al technologies and awareness of
misuse possibilities.

Source: Al Index Report 2023

THE Al INDEX REPORT

Measuring trends in Artificial I-F:I:

Intelligence

3

A

Al is both helping and
harming the
environment.

New research suggests that Al systems
can have serious environmental impacts.
According to Luccioni et al., 2022,
BLOOM’s training run emitted 25 times
more carbon than a single air traveler on
a one-way trip from New York to San
Francisco. Still, new reinforcement
learning models like BCOOLER show that
Al systems can be used to optimize
energy usage.

Artificial Stanford University
Intelligence Human-Centered
Index Artificial Intelligence
I
The demand for Al-

related professional skills
is increasing across
virtually every American
industrial sector.

Across every sector in the United States
for which there is data (with the
exception of agriculture, forestry, fishery
and hunting), the number of Al-related
job postings has increased on average
from 1.7% in 2021 to 1.9% in 2022.
Employers in the United States are
increasingly looking for workers with Al-
related skills.

Technology for a better society
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©
sl The dark side of LLMs

= EheNewlorkTimes 2

22 The Washington Post sign in = TIME BELELES

Help Desk Techin Your Life  Future of Worl

BUSINESS » TECHNOLOGY

WHAT'S NEW Exclusive: OpenAl Used
Kenyan Workers on Less
Than $2 Per Hour to
Make ChatGPT Less
Toxic

Snapchat tried to make a
safe Al It chats with me
about booze and sex.

Our tech columnist finds Snapchat can't
control its new My Al chatbot friend. Tech
companies shouldn’t treat users as test
subjects — especially young ones.

Columnist t+ Follow

@ Perspective by Geoffrey A. Fowler

March 14, 2023 at 9:00 a.m. EDT

m This image was generated by OpenAl's image-
generation software, Dall-E 2. The prompt was: "A

SO O8O B30 seemingly endless view of African workers at desks in

B exee !

exeee ' xe front of computer screens in a printmaking style.

The Washington Post Time

A.l. and o :
Chatbots > Test A.l's Literary Skills Spot the A.l

Lawsuit Takes Aim at the
Way A.L Is Built

A programmer is suing Microsoft,
GitHub and OpenAl over artificial
intelligence technology that generates
its own computer code.

th civethisarticie 2> []  [J 119

Tom Smith, a veteran programmer, shows how
Codex can instantly generate computer code
from a request in plain English.

The New York Times

On the Impossible Safety of Large Al Models

El-Mahdi El-Mhamdi'?, Sadegh Farhadkhani®, Rachid Guerraoui®, Nirupam Gupta?®,
Lé-Nguyén Hoang??, Rafaél Pinot?, Sébastien Rouault?, and John Stephan®

'Ecole Polytechnique
2Calicarpa
YEPFL
"Tournesol Association

Abstract

Large Al Models (LAIMs). of which large language models are the most prominent recent
example, showcase some impressive performance. However they have been empirically found
to pose serious security issues. This paper systematizes our knowledge about the fundamental
impossibility of building arbitrarily accurate and secure machine learning models. More precisely,
we identify key challenging features of many of today’s machine learning settings. Namely, high
accuracy seems to require memorizing large training datasets, which are often user-generated
and highly heterogeneous, with both sensitive information and fake users. We then survey
statistical lower bounds that, we argue. constitute a compelling case against the possibility of
designing high-accuracy LAIMs with strong security guarantees.

El-Mhamdi et al. (2023)

"To scientists and journalists:
[...] The current academic focus
on algorithmicperformance,
and its inattention to social

impacts, are endangering our
societies.

Technology for a better society
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https://www.nytimes.com/2022/11/23/technology/copilot-microsoft-ai-lawsuit.html
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Sparks of Artificial General Intelligence:
Early experiments with GPT-4

Sébastien Bubeck Varun Chandrasekars Ronen Eldan Johannes Gehrke
c Horvitz ce Kamar Peter Lee Yin Tat Lee Yuanzhi Li Scott Lundberg
arsha Nori Hamid Palangi Marco Tulio Ribeiro Yi Zhang

Microsoft Research

Abstract

Artificial intelligence (AT} researchers have been developing and refining large language models (LLMs)
that exhibit remarkable capabilities across a variety of domains and tasks, challenging our wnderstanding
of learning and cognition. The latest model developed by OpenAl GPT-4 [OpeZ3, was trained using an
unprecedented scale of compute and data. In this paper, we report on our ivestigation of an early version
of GPT-4, when it was still in active development by OpenAl. We contend that (this carly version of) GPT-
IPT and Google’s PaLM for example) that exhibit
elligence than previous Al models. We discuss the rising capabilities and implications of
these models. We demonstrate that, beyond its mastery of language, GPT-4 ean solve novel and difficult
tasks that span mathematics, coding, vision, medicine, law, psychology and more, without needing any
strikingly close to human-level

4 is part of a new cohort of LLMs (along with ChatC

prompting. Moreaver, in all of these tasks, GPT-4's per
performance, and often vastly surpasses prior models such as ChatGPT
GPT-4's capabilities, we believe that it could reasonably be viewed as an early (vet still incomplete) version
of an artificial general intelligence (AGI) system. In our exploration of GPT-1, we put special emphasis
on discovering its limitations, and we discuss the challenges ahead for ad deeper and more
compr zsions of AGL, including the possible need for pursuing a new paradigm that moves beyond

ven the breadth and depth of

next-word prediction. We conelude with reflections on societal influences of the recent technological leap and
future research directions

Contents

1 Introduction

@

L1 Our approach to studying GPT-4's intelligence
12 Organization of our demonstration

2 Multimodal and interdisciplinary it
21 Integrative ability
22 Vision .
221 Image generation beyond memorization .
222 Tmage generation following detailed instructions (2 la Dall-E)
223 Possible application in sketch generation
23 Music
3 Coding
31 From instructions to code
311 Coding challenges

312 Real world scenarios

32 Understanding existing code

Bubeck et al. (2023)
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Intelligence and understanding

Climbing towards NLU
On Meaning, Form, and Understanding in the Age of Data

Emily M. Bender
University of Washington

Department of Linguistics
ebenderfuw.edu

Abstract

The success of the large neural language mod-
els on many NLP tasks is exciting. However,
we find that these successes sometimes lead
to hype in which these models are being de-
seribed as “understanding” language or captur-
ing “meaning”. In this position paper, we ar-
gue that a system trained only on form has a

priori no way o learn meaning. In ke
with the ACL 2020 theme of “Taking Stock of
Where We've Been and Where W
we argue that a clear understanding of the dis-
tinction between form and meaning will help
guide the field towards better science around
natural language understanding.

1 Introduction

The current state of affairs in NLP is that the large
neural language models (LMs), such as BERT (De-
vlin et al., 2019) or GPT-2 (Radford et al., 2019),
are making great progress on a wide range of
, including those that are ostensibly me

sensitive. This has led to claims, in both
and popular publications, that such models “under-
d” or “comprehend” natural language or learn
“meaning”. From our perspective, these are
overclaims caused by a misunderstanding of the
relationship between linguistic form and meaning.

We hat the language modeiing task, be-
cause it only uses form as training data, cannot in
principle lead to learning of meaning. We take the
term language model to refer to any system trained

gu
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the structure and use of language and the ability
to ground it in the world. While
¢ well end up being important cor

neural LMs

ponents of
an eventual full-scale solution to human-analogous
NLU, they are not nearly-there solutions to this
grand challenge. We argue in this paper that gen-
uine progress in our field —climbing the right hill,
not just the hill on whose slope we currently sit—
spends on maintaining clarity around

ig picture

notions such as meaning and understanding in task
design and reporting of experimental results.
After briefly reviewing the ways in which large
LMs are spoken about and summarizing the re-
cent flowering of *
offer a working definition for “meaning™ (§3) and
a series of thought experiments illustrating the im-
possibility of learning meaning when it is not in
the training signal (§4,5). We then consider the
human language acquisition literature for insight
into what information humans use to bootstrap lan-
guage learning (§6) and the distributional seman-
tics literature to discuss what is required to ground
distributional models (§7). §8 presents reflections
on how we look at progress and direct research
effort in our field, and in §9, we address possible
counterarguments to our main thesis

2 Large LMs: Hype and analysis

Publications talking about the appli
LMs to meaning-sensitive tasks tend to describe
the models with terminology that, if interpreted at

tion of large

Bender & Koller (2020)
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ABSTRACT

The past 3 years of work in NLP have been characterized by the
development and deployment of ever larger language models, es-
pecially for English. BERT, its variants, GPT-2/3, and others, most
recently Switeh-C, have pushed the boundaries of the possible both
through architectural innovations and through sheer size. Using
these pretrained models and the methodology of fine-tuning them
for specific tasks, researchers have extended the state of the art
on a wide array of tasks as measured by leaderboards on specific
benchmarks for English. In this paper, we take a step back and ask
How big is too big? What are the possible risks associated with this
technology and what paths are available for mitigating those risks?
We provide recommendations including weighing the environmen-
tal and financial costs first, investing resources into curating and
carefully documenting datasets rather than ingesting everything on
the web, carrying out pre-development exercises evaluating how
the planned approach fits into research and development goals and
supports stakeholder values, and encouraging research directions
beyond ever larger language models.
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1 INTRODUCTION

One of the biggest trends in natural language processing (NLP) has
been the increasing size of language models (LMs) as measured
by the number of parameters and size of training data. Since 2018
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alone, we have seen the emergence of BERT and its variants [39,
70,74, 113, 146], GPT-2 [106], T-NLG [112], GPT-3 [25], and most
recently Switch-C [43], with institutions seemingly competing to
produce ever larger LMs. While investigating properties of LMs and
how they change with size holds scientific interest, and large LMs
have shown improvements on various tasks (§2), we ask whether
enough thought has been put into the potential risks associated
with developing them and strategies to mitigate these risks.

We first consider environmental risks. Echoing a line of recent
‘work outlining the environmental and financial costs of deep learn-
ing systems [129), we encourage the research community to priori-
tize these impacts. One way this can be done is by reporting costs
and evaluating works based on the amount of resources they con-
sume [57]. As we outline in §3, increasing the environmental and
financial costs of these models doubly punishes marginalized com-
munities that are least likely to benefit from the progress achieved
by large LMs and most likely to be harmed by negative environ-
mental consequences of its resource consumption. At the scale we
are discussing (outlined in §2), the first consideration should be the
environmental cost.

Just as environmental impact scales with model size, so does
the difficulty of understanding what is in the training data. In §4,
‘we discuss how large datasets based on texts from the Internet
overrepresent hegemonic viewpoints and encode biases potentially
damaging to marginalized populations. In collecting ever larger
datasets we risk incurring documentation debt. We recommend
mitigating these risks by budgeting for curation and documentation
at the start of a project and only creating datasets as large as can
be sufficiently documented.

As argued by Bender and Koller [14], it is important to under=
stand the limitations of LMs and put their success in context. This
not only helps reduce hype which can mislead the public and re-
searchers themselves regarding the capabilities of these LMs, but
might encourage new research directions that do not necessarily
depend on having larger LMs. As we discuss in §5, LMs are not

Gebru et al. (2021)
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sl Intelligence and understanding

*  Sam Altman (OpenAl CEO) in the podcast "Honestly with Bari Weiss", 27.04.2023:

*  "People have this experience the first time they talk to ChatGPT which is like: 'Wow! The experts, the linguists, they can argue
about the definition of the word 'understanding', but it feels like this thing understands me, it feels like this things trying to help
[...]', and that's powerful."

CONSUMERS WANT COMMUNICATION
THAT 1S HUMAN, EMPATHETIC, AND REAL.
SO HOPEFULLY OUR AT CAN LEARN TO
GENERATE CONTENT LIKE THAT FOR THEM,

® marketoonist.com
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sl Consequences of outsourcing cognitive tasks

* Al tools for programming are...

* ...no worse than using a calculator instead of mental arithmetic,
or

e ...as bad as physical inactivity for the body?

This Photo byUnknown authoris licensed underCC
BY-NC
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Model: GPT-5

E I'm making a presentation on "The Future of Software
Engineering in the light of LLMs". Can you provide some
perspectives on this topic?

As an Al model, | can help you with tasks related to language, but
when it comes to generating original content you would be better
off making your own presentations instead of making a word

calculator do it for you.

| 3
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sl Conclusion

* Softwareengineers are not replaced, but augmented
* A new skill set for using Al and LLMs

e Active discussion around the ethics of LLMs
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sl Conclusion

There's too much effort trying to create
autonomous machines rather than trying to
create machines that are useful tools for
humans.

— Prof. Emily M. Bender
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sl Questions for discussion

Link to slides

* How can we (and should we) integrate LLM-based tools into our
current software engineering practices at SINTEF?

* What are the benefits and potential pitfalls of increasing our
use of LLMs?
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